
Abstract. We report on a computer-simulation study of
homogeneous crystal nucleation in a model for globular
proteins. We ®nd that the presence of a metastable
vapour-liquid critical point drastically changes the
pathway for the formation of a critical nucleus. But
what is more important, the large density ¯uctuations
near the critical point also lowers the free-energy barrier
to nucleation and hence increases the nucleation rate.
As the location of the vapour-liquid critical point can be
controlled by changing the solvent conditions, our
simulation results suggest a guided approach to protein
crystallization.
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1 Introduction

Due to the rapid developments in biotechnology, more
and more proteins are now being isolated. However,
structural determination by X-ray crystallography is still
a very time consuming process [1, 2]. One of the main
reasons for this is that it is very hard to obtain good-
quality protein crystals. In fact, obtaining the crystals is
quite often more time consuming than determining the
structure of the crystal, once it is obtained. It is for this
reason that a lot of e�ort has been devoted to
understanding the physical and chemical mechanisms
that control the crystallization process. However, al-
though crystallization conditions are usually systemati-
cally varied, the approach is not guided.

Three years ago, George and Wilson [3] reported on a
very interesting observation. They found that the success
of protein crystallization was correlated with the value
of the second virial coe�cient. The second virial coe�-

cient B2 describes the lowest-order correction to van't
Ho�'s law for osmotic pressure, P:
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where q is the number density of the dissolved molecules,
kB is Boltzmann's constant and T is the absolute
temperature. Experimentally, the second virial coe�cient
of macromolecules is usually determined by static light
scattering [4]. The value of B2 depends on the e�ective
interaction between a pair of macromolecules [5]:
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where v�r� is the interaction energy of a pair of molecules
at distance r.

George and Wilson measured B2 for a number of
proteins in various solvents. They found that for those
solvent conditions that are known to promote crystalli-
zation, B2 was always restricted to a narrow ``slot''. If B2

was too large, crystallization did not occur at all, while
for large and negative values of B2 protein aggregation,
rather than crystallization, took place.

Two years ago, Rosenbaum et al. [6, 7] established a
link between the observations of George and Wilson and
the results of a computer-simulation study [8] in which
the phase behaviour of colloid-polymer mixtures was
studied. In these colloid-polymer mixtures, the range of
the interaction between the colloids in solution can be
controlled by tuning the radius-of-gyration of the poly-
mer, i.e. by modifying the e�ective size of the polymer
the range of the interaction between the colloids can be
changed. Since the theoretical work of Gast et al. [9] and
Lekkerkerker et al. [10] it has been known that the range
of the attraction has a pronounced e�ect on the phase
diagram. If the range of the interaction is long compared
to the size of the colloids, then the phase behaviour of
the colloids in solution resembles that of a simple atomic
¯uid, such as argon. Depending on the temperature and
density, the colloids can occur in three phases: a dilute
colloidal ``gas'' phase, a dense ``liquid'' phase and a
crystalline phase (see Fig. 1A). However, if the range of
the interaction is reduced, the liquid-vapour critical
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point shifts to lower temperatures. At some point, the
liquid-vapour critical point will coalesce with the triple
point (where vapour, liquid and solid coexist). If the
range of attraction is then reduced even further, the
liquid-vapour critical point will become metastable.
Now only two stable phases remain, a ¯uid and a solid,
and the liquid-vapour coexistence has become metasta-
ble (see Fig. 1B). We note here that this behaviour is not
only found in theory, but also simulations [8] and in
experiments [11, 12].

Why is this relevant to protein crystallization? First
of all, the phase behaviour of a variety of globular
proteins is of the kind shown in Fig. 1B [13±15]. In
fact, Rosenbaum et al. showed that if the phase be-
haviour of these proteins is compared on an equal
footing, then the phase diagrams can be mapped on
top of each other [6, 7]. But what is more important,
Rosenbaum and Zukoski [6, 7] clearly showed that the
crystallization is strongly enhanced in a rather narrow
region in the phase diagram. If the temperature is too
high, crystallization is hardly observed at all, whereas if
the temperature is too low, amorphous precipitation
rather than crystallization occurs. Good crystals only
form in a narrow window around the metastable crit-
ical point. The central question of this paper is: what is
the origin of this protein crystallization window? Is it
due to the presence of the metastable critical point?
After all, at such a critical point, large density ¯uctu-
ations can be expected and crystallization is essentially
driven by density ¯uctuations. The aim of this paper is
to show that the presence of the critical point is indeed
essential for the formation of protein crystals. We

found that the critical point lowers the free-energy
barrier to crystal nucleation and thereby increases the
crystal-nucleation rate.

2 Method

The rate of crystal nucleation can be written as the product of two
factors

J � k exp ÿDG*=kBT� � : �3�
Here DG* is the free-energy barrier separating the stable solid phase
from the metastable liquid, and k is a kinetic prefactor, which
unless the system is close to a glass transition, only weakly depends
on temperature. We have studied protein crystal nucleation away
from the gelation curve. Hence, the variation in the nucleation rate
is dominated by the variation in the height of the free-energy
barrier. We have therefore computed the height of the free-energy
barrier for di�erent points in the phase diagram of a model glob-
ular protein.

In this model, the proteins interact via a suitable generalization
of the Lennard-Jones potential:

v�r� � 4�
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where r denotes the hard-core diameter of the particles. This po-
tential has a well depth �. The potential in Eq. (4) should be thought
of as an e�ective interaction: it accounts for both direct and sol-
vent-induced interactions between the globular proteins. The width
of the attractive well can be adjusted by varying the parameter a.
We found that for a � 50, the system reproduced the phase be-
haviour considered by Rosenbaum et al. [6]. Figure 1B shows the
computed phase diagram. It is seen that the liquid-vapour coexis-
tence curve is located in the metastable region some 20% below the
equilibrium crystallization curve.

We computed the height of the free-energy barrier for the four
points denoted by open squares in Fig. 1B. These points were
chosen such that on the basis of classical nucleation theory the
same height of the barrier could be expected. In classical nucleation
theory the height of the barrier is given by

DG*=kBT � 16pc3

3kBTq2Dl2
; �5�

where c is the surface free energy of the planar solid-liquid inter-
face, q is the density of the crystal and Dl is the di�erence in
chemical potential between a bulk solid and a bulk liquid. To es-
timate the di�erence in chemical potential we have made the
common approximation

Dl � Dh�Tm ÿ T �=Tm ; �6�

where Dh is the latent heat on melting and Tm is the melting tem-
perature. To estimate c we have used Turnbull's empirical rule that
the surface free energy is proportional to the latent heat of melting
[16].

The height of the free-energy barrier was computed with mo-
lecular dynamics, using the umbrella sampling scheme [17, 18]. In
this scheme we compute the free energy of a nucleus as a function
of its size. But what is a nucleus? As we are interested in crystal-
lization, it seems natural to de®ne the nucleus as a cluster of par-
ticles that are in a crystalline environment. As discussed in Ref. [17]
each particle can be classi®ed as either solid-like or liquid-like by
analysing the local symmetry of its surroundings. If the distance
between two particles is less than qc � 1:5r, the particles are con-
sidered to be connected; particles that are connected belong to the
same cluster. However, as discussed above, we expect that crys-
tallization near the critical point is in¯uenced by large density
¯uctuations. We therefore identify a nucleus with a cluster of

Fig. 1 A Typical phase diagram of a molecular substance with a
relatively long-ranged attractive interaction. The phase diagram
shown here corresponds to the Lennard-Jones 6±12 potential
v�r� � 4���r=r�12 ÿ �r=r�6� (solid curve in insert) [21]. The dashed
line indicates the triple point. B Typical phase diagram of colloids
with short-ranged attraction. The phase diagram was computed for
the potential given in Eq. 4 (solid curve in insert), with a � 50. In
both ®gures, the temperature is expressed in units of the critical
temperature Tc, while the number density is given in units rÿ3,
where r, the e�ective diameter of the particles, is de®ned in the
expression for v�r�. The diamonds indicate the ¯uid-¯uid critical
points. In both ®gures, the solid lines indicate the equilibrium
coexistence curves. The dashed curve in B indicates the metastable
¯uid-¯uid coexistence. Crystal-nucleation barriers were computed
for the points denoted by open squares
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connected particles that have a signi®cantly higher local density
than the particles in the remainder of the system. The size of this
nucleus (be it solid-like or liquid-like) is denoted by Nq. The
number of particles in this high-density cluster that are also in a
crystalline environment is denoted by Ncrys.

3 Discussion and conclusion

We have computed the free energy of a nucleus as a
function of its size Nq and as a function of its
crystallinity, denoted by Ncrys. We will only discuss the
free-energy landscape for the ``lowest'' two points
(denoted by open squares) in Fig. 1B, as the results for
the other two points are qualitatively similar to the
lowest point for which we have computed the free-
energy barrier. Figure 2 shows the free-energy land-
scapes. In a crystal nucleation event, the beginning is
from the homogeneous liquid �Nq � Ncrys � 0�, corre-
sponding to a nucleus of ``zero'' size. The free energy is
then increased until it reaches a saddle point, corre-
sponding to the critical nucleus. From there on, the
nucleus will grow spontaneously into a crystal.

We found that away from Tc, which is the tempera-
ture of the metastable liquid-vapour critical point, the
path of lowest free energy (indicated by the dashed
curve) is one where the increase in Nq is proportional to
the increase in Ncrys (Fig. 2A). Such behaviour is ex-
pected if the initial nucleus is simply a small crystallite.
However near Tc, critical density ¯uctuations lead to a
striking change in the free-energy landscape (Fig. 2B).
Now the lowest free-energy path initially runs parallel to
the Nq-axis, i.e. Nq increases while Ncrys is still essentially
zero. This means that the ®rst step towards the forma-
tion of a critical nucleus is not the formation of a small
crystallite, but the formation of a high-density liquid-like
droplet. Only when this droplet has reached a certain
size does it start to crystallize in the core. From there on
the increase in Ncrys is proportional to Nq.

Clearly, the presence of large density ¯uctuations at
the critical point has a drastic e�ect on the route to
crystal nucleation. But, more importantly, it also lowers
the free-energy barrier. The nucleation barrier at Tc is
much lower than at either higher or lower temperatures,
as shown in Fig. 3. As the nucleation rate depends ex-
ponentially on the height of the barrier (see Eq. 3), a
reduction in the height of the barrier by some 30kBT
corresponds to an increase in the nucleation rate by
many orders of magnitude, i.e. by more than a factor of
1013. One interpretation of this observation is that near
the critical point the wetting of the crystal nucleus by a
liquid-like layer results in a value of the interfacial free
energy c, and therefore of the barrier height DG�, that is
much lower than would be estimated on the basis of
Turnbull's rule. In fact, in a recent paper Haas and
Drenth [19] note that the experimentally determined
interfacial free energy of small protein crystals [20] is
much smaller than the value predicted on the basis of
their version of Turnbull's rule.

Let us now consider the question of whether the
reduction of the crystal nucleation barrier near Tc is of
practical importance. At ®rst sight, this is not obvious ±
after all, it is simple enough to lower the crystal nu-

cleation barrier by quenching the solution deeper into
the metastable region below the solid-liquid coexistence
curve. However, simply quenching the solution, i.e. in-
creasing the supersaturation, has two side e�ects: deep
quenches often result in the formation of amorphous

Fig. 2A, B. Contour plots of the free-energy landscape along the
path from the metastable ¯uid to the critical crystal nucleus, for our
system of spherical particles with short-ranged attraction. The
curves of constant free energy are drawn as a function of Nq and
Ncrys (see text) and are separated by 5kBT . A The free-energy
landscape well below the critical temperature (T=Tc � 0:89). The
lowest free-energy path to the critical nucleus is indicated by a
dashed curve. This curve corresponds to the formation and growth
of a highly crystalline cluster. B As (A), but for T � Tc. In this case,
the free-energy valley (dashed curve) ®rst runs parallel to the Nq axis
(formation of a liquid-like droplet), and then moves towards a
structure with a higher crystallinity (crystallite embedded in a
liquid-like droplet). The free-energy barrier for this route is much
lower than the one in (A)

Fig. 3. Variation of the free-energy barrier for homogeneous
crystal nucleation, as a function of T=Tc, in the vicinity of the
critical temperature. The solid curve is a guide to the eye. The
nucleation barrier at T � 2:23Tc is 128kBT and is not shown in this
®gure. If Turnbull's phenomenological rule for c is right [16], Eq. 5
would predict a constant nucleation barrier. But the simulations
show that the nucleation barrier goes through a minimum around
the metastable critical point (see text)
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aggregates [3, 12]. Secondly, in a deep quench the
thermodynamic driving force for crystallization
�lliq ÿ lcryst� is also enhanced. As a consequence, crys-
tallites that do nucleate will grow rapidly and far from
perfectly. Often, the resulting imperfections lead to a
``self-poisoning'' of the crystal growth [2]. Hence, the
nice feature of crystallization near the metastable criti-
cal point is that it is possible to obtain critical nuclei
and hence crystals at relatively moderate supersatura-
tions. At this metastable critical point the conditions for
protein crystallization are optimal. For lower densities
the supersaturation is lower and hence the nucleation
rate is lower, whereas for higher densities, as indicated
above, glass formation can hinder the crystallization
process.

Finally, we would like to point out that the mechanism
described here is probably quite general. Of course, the
details of the interaction potential will a�ect the phase
diagram. However, we believe that the general features of
the phase diagram shown in Fig. 1B are likely to be the
rule rather than the exception for compact macromole-
cules. We suggest that as long as a metastable critical
point is located ``underneath'' the equilibrium coexistence
curve, critical density ¯uctuations will facilitate the for-
mation of ordered structures. Furthermore, the location
of the critical point can be controlled by adjusting the
solvent conditions (e.g. by the addition of non-ionic
polymer). It should be tuned such that the ¯uid-¯uid
critical point is located just below the sublimation curve.
If experiments are performed near this metastable critical
point, one will selectively speed up the rate of crystal nu-
cleation, but not the rate of crystal growth, nor the rate at
which amorphous aggregates form.
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